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Preface

Affective Computing is a branch of artificial intelligence that deals with the design
of systems and devices that can recognize, interpret, and process emotions. Since
the introduction of the term “affective computing” by Rosalind Pichard at MIT in
1997, the research community in this field has grown rapidly. Affective Computing
is an important field because computer systems have become part of our daily
lives. As we nowadays live in the Age of Information Overload, and computer sys-
tems are becoming more complex, there is need for more natural user interfaces for
the overwhelmed computer users. Given that humans communicate with each
other by using not only speech but also implicitly their facial expressions and body
postures, machines that can understand human emotions and display affects
through these multimodal channels could be beneficial. If virtual agents and robots
are able to recognize and express their emotions through these channels, the result
of that will be more natural human-machine communication. This will allow hu-
man users to focus more on their tasks at hand.

This volume provides an overview of state of the art research in Affective Comput-
ing. It presents new ideas, original results and practical experiences in this increas-
ingly important research field. The book consists of 23 chapters categorized into
four sections. Since one of the most important means of human communication is
facial expression, the first section of this book (Chapters 1 to 7) presents a research
on synthesis and recognition of facial expressions. Given that we not only use the
face but also body movements to express ourselves, in the second section (Chap-
ters 8 to 11) we present a research on perception and generation of emotional ex-
pressions by using full-body motions. The third section of the book (Chapters 12 to
16) presents computational models on emotion, as well as findings from neurosci-
ence research. In the last section of the book (Chapters 17 to 22) we present applica-
tions related to affective computing.

A brief introduction to the book chapters is:

Chapter 1 presents a probabilistic neural network classifier for 3D analysis of facial
expressions. By using 11 facial features and taking symmetry of the human face
into consideration, the 3D distance vectors based recognition system can achieve a
high recognition rate of over 90%. Chapter 2 provides a set of deterministic and
stochastic techniques that allow efficient recognition of facial expression from a se-
ries of video imaging showing head motions. Chapter 3 reviews recent findings of
human-human interaction and demonstrates that the tangential aspects of an emo-



\

tional signal (such as gaze and the type of face that shows the expression) can af-
fect the perceived meaning of the expression. Findings displayed in this chapter
could contribute to the design of avatars and agents used in the human computer
interface. Chapter 4 presents an approach to using genetic algorithm and neural
network for the recognition of emotion from the face. In particular, it focuses on
the eye and lip regions for the study of emotions. Chapter 5 proposes a system that
analyzes facial expressions based on topographic shape structure (eyebrow, eye,
nose and mouth) and the active texture.

Chapter 6 proposes a model of layered fuzzy facial expression generation (LFFEG)
to create expressive facial expressions for an agent in the affective human com-
puter interface. In this model, social, emotional and physiological layers contribute
to the generation of facial expression. Fuzzy theory is used to produce rich facial
expressions and personality for the virtual character. Based on recent findings that
the dynamics of facial expressions (such as timing, duration and intensity) play an
important role in the interpretation of facial expressions, Chapter 7 exams the
analysis of facial expressions based on computer vision and behavioral science
point of view. A technique that allows synthesis of photo-realistic expression of
various intensities is described.

In recent years, humanoid robots and simulated avatars have gained popularity.
Researchers try to develop both real and simulated humanoids that can behave
and communicate with humans more naturally. It is believed that a real humanoid
robot situated in the real world could better interact with humans. Given that we
also use whole body movements to express emotions, the next generation human-
oid robots should have a flexible spine and be able to express themselves by using
full body movements. Chapter 8 points out some of the challenges in developing
flexible spine humanoid robots for emotional expressions. Then, the chapter pre-
sents the development of emotional flexible spine humanoid robots based on find-
ings from a research on belly dance. Results of psychological experiments on the
effect of a full-body spine robot on human perceptions are presented.

Chapter 9 provides a review of the cues that we use in the perception of the affect
from body movements. Based on findings from psychology and neuroscience, the
authors raise the issue of whether giving a machine the ability to experience emo-
tions might help to accomplish reliable and efficient emotion recognition. Given
that human communications are multimodal, Chapter 10 reviews recent research
on systems that are capable of multiple input modalities and the use of alternative
channels to perceive affects. This is followed by a presentation of systems that are
capable of analyzing spontaneous input data in real world environments. Chapter
11 draws on findings from art theory to the synthesis of emotional expressions for
virtual humans. Lights, shadows, composition and filters are used as part of the
expression of emotions. In addition, the chapter proposes the use of genetic algo-
rithms to map affective states to multimodal expressions.

Since the modeling of emotion has become important in affective computing,
Chapter 12 presents a computational model of emotion. The model is capable of in-
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tegrating emotion, personality and motivation to allow the simulated characters to
have the ability of self-control in the virtual environment. Chapter 13 provides an-
other model for simulating emotions. This model, called SIMPLEX, operates in
three interconnected layers, namely personality, mood-states and emotions. Ex-
perimental results show that the simulated agents whose emotions were generated
by the model were able to exhibit emergent behavior. Chapter 14 proposes the use
of psychological emotion models to construct a new generation of user interfaces
that are capable of automatic emotional recognition by sensing and responding to
the user’s affective feedback. A Multidimensional Emotional Appraisal Semantic
Space (MEAS) semantic model is introduced. Chapter 15 reviews findings from
Neuroscience on the involvement of amygdala in emotion. This chapter explains a
general framework of how this area of the brain processes information on emotion.
Chapter 16 presents a study that shows that is possible for a computer to automati-
cally recognize emotions of its users based on physiological signals such as PPG,
GSR and SKT gathered through a specially designed mouse. Depending on the
state of the user’s emotion, the computer can adapt its actions correspondingly.
Chapter 17 presents the iFace facial expression training system. The system can be
used for rehabilitation, improvement of business skills and daily communications.
Chapter 18 introduces an automated real time virtual character based interface.
The 3D agents are able to interact with the user through multimodal and emotional
interaction. Depending on the emotional state the agents detect from the user’s fa-
cial expression during conversation, the agents are able to modify their emotional
states accordingly. The system allows more natural and interactive communica-
tions between computers and users. Chapter 19 proposes the design of an intelli-
gent tutoring system based on hand movements around the face of the user. Chap-
ter 20 presents a framework for affective-sensitive human-machine interaction.
Based on physiological signals from children users with ASD, an affect-sensitive
robot adapts its behavior to the affect of its users accordingly in real time. The sys-
tem could be used for interactive autism intervention. Chapter 21 discusses the de-
velopment of a plug-in interface for the storytelling authoring tools Inscape and
Tetrix. Using the plug-in, the authors are able to easily create interactive stories
that explore the emotional dimension of characters in the virtual world. The inter-
esting point is that the actions of the virtual characters can be influenced by their
own personal experience. Finally, Chapter 22 reviews computer therapy systems
that have been used in recent years to treat emotional disorders such as phobias.
These systems propose that by presenting anxiety, and provoking stimuli in a con-
trolled virtual environment, different social and emotional disorders can be
treated. A model that supports computer assisted regulation and voluntary control
of emotion is presented.
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Facial Expression Recognition Using
3D Facial Feature Distances

Hamit Soyel and Hasan Demirel
Eastern Mediterranean University
Northern Cyprus

1. Introduction

Face plays an important role in human communication. Facial expressions and gestures
incorporate nonverbal information which contributes to human communication. By
recognizing the facial expressions from facial images, a number of applications in the field of
human computer interaction can be facilitated. Last two decades, the developments, as well
as the prospects in the field of multimedia signal processing have attracted the attention of
many computer vision researchers to concentrate in the problems of the facial expression
recognition. The pioneering studies of Ekman in late 70s have given evidence to the
classification of the basic facial expressions. According to these studies, the basic facial
expressions are those representing happiness, sadness, anger, fear, surprise, disgust and
neutral. Facial Action Coding System (FACS) was developed by Ekman and Friesen to code
facial expressions in which the movements on the face are described by action units. This
work inspired many researchers to analyze facial expressions in 2D by means of image and
video processing, where by tracking of facial features and measuring the amount of facial
movements, they attempt to classify different facial expressions. Recent work on facial
expression analysis and recognition has used these seven basic expressions as their basis for
the introduced systems.

Almost all of the methods developed use 2D distribution of facial features as inputs into a
classification system, and the outcome is one of the facial expression classes. They differ
mainly in the facial features selected and the classifiers used to distinguish among the
different facial expressions. Information extracted from 3D face models are rarely used in
the analysis of the facial expression recognition. This chapter considers the techniques using
the information extracted from 3D space for the analysis of facial images for the recognition
of facial expressions.

The first part of the chapter introduces the methods of extracting information from 3D
models for facial expression recognition. The 3D distributions of the facial feature points
and the estimation of characteristic distances in order to represent the facial expressions are
explained by using a rich collection of illustrations including graphs, charts and face images.
The second part of the chapter introduces 3D distance-vector based facial expression
recognition. The architecture of the system is explained by the block diagrams and
flowcharts. Finally 3D distance-vector based facial expression recognition is compared with
the conventional methods available in the literature.
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2. Information extracted from 3D models for facial expression recognition

Conventional methods for analyzing expressions of facial images use limited information
such as gray levels of pixels and positions of feature points in a face [Donato et al.,1999],
[Fasel & Luttin, (2003)], [Pantic & Rothkrantz ,2004]. Their results depend on the
information used. If the information cannot be precisely extracted from the facial images,
then we may obtain unexpected results. In order to increase the reliability of the results of
facial expression recognition, the selection of the relevant feature points is important.

In this section we are primarily concerned with gathering the relevant data from the facial
animation sequences for expression recognition. The section is organised as follows. In
section 2.1 we will present the description of the primary facial expressions while section 2.2
shows the muscle actions involved in the primary facial expressions and in section 2.3 we
will present the optimization of the facial feature points.

2.1 Primary facial expressions

In the past, facial expression analysis was essentially a research topic for psychologists.
However, recent progresses in image processing and pattern recognition have motivated
significant research activities on automatic facial expression recognition [Braathen et
al.,2002]. Basic facial expressions, shown in Figure 1, typically recognized by psychologists
are neutral, anger, sadness, surprise, happiness, disgust and fear [P. Ekman & W.
Friesen,1976]. The expressions are textually defined in Table 1.

Fig.1. Emotion-specified facial expression [Yin et al., 2006]: 1-Neutral, 2-Anger, 3-Sadness, 4-
Surprise, 5- Happiness, 6- Disgust, 7- Fear.

Expression Textual Description
All face muscles are relaxed. Eyelids are tangent to the iris. The mouth is
Neutral . .
closed and lips are in contact.
The inner eyebrows are pulled downward and together. The eyes are wide
Anger : .
open. The lips are pressed against each other or opened to expose the teeth.
The inner eyebrows are bent upward. The eyes are slightly closed. The
Sadness .
mouth is relaxed.
. The eyebrows are raised. The upper eyelids are wide open, he lower
Surprise -
relaxed. The jaw is opened.
Haboi The eyebrows are relaxed. The mouth is open and the mouth corners pulled
APPINESS | back toward the ears.
. The eyebrows and eyelids are relaxed. The upper lip is raised and curled,
Disgust .
often asymmetrically.
The eyebrows are raised and pulled together. The inner eyebrows are bent
Fear
upward. The eyes are tense and alert.

Table 1. Basic Facial Expressions [Pandzic & Forchheimer, 2002]
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Fig. 2. The 3D orientation of the facial feature points [Pandzic & Forchheimer, 2002].

2.2 Muscle actions involved in the primary facial expressions

The Facial Definition Parameter set (FDP) and the Facial Animation Parameter set (FAP)
were designed in the MPEG-4 framework to allow the definition of a facial shape and
texture, as well as animation of faces reproducing expressions, emotions and speech
pronunciation. The FAPs [Pandzic & Forchheimer, 2002] are based on the study of minimal
facial actions and are closely related to muscle activation, in the sense that they represent a
complete set of atomic facial actions; therefore they allow the representation of even the
most detailed natural facial expressions, even those that cannot be categorized as particular
ones. All the parameters involving translational movement are expressed in terms of the
Facial Animation Parameter Units (FAPU). These units are defined with respect to specific
distances in a neutral pose in order to allow interpretation of the FAPs on any facial model
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in a consistent way. As a result, description schemes that utilize FAPs produce reasonable

results in terms of expression and speech related postures.

open_jaw (+)
OR({ close_t_I_eyelid (-),
lower_t_midlip (-)}

Expression Muscle Actions
squeeze_l_eyebrow (+) squeeze_r_eyebrow (+)
lower_t_midlip (-) raise_b_midlip (+)

Anger raise_l_i_eyebrow (+) raise_r_i_eyebrow (+)
close_t_r_eyelid (-) close_t_I_eyelid (-)
close_b_r_eyelid (-) close_b_1_eyelid (-)
raise_l_i_eyebrow (+) raise_r_i_eyebrow (+)
close_t_I_eyelid (+) close_t_r_eyelid (+)

Sadness raise_l_m_eyebrow (-) raise_r_m_eyebrow (-)
raise_l_o_eyebrow (-) raise_r_o_eyebrow (-)
close_b_l_eyelid (+) close_b_r_eyelid (+)
raise_l_o_eyebrow (+) raise_r_o_eyebrow (+)
raise_l_i_eyebrow (+) raise_r_i_eyebrow (+)

Surprise raise_l_m_eyebrow (+) raise_r_m_eyebrow (+)
squeeze_l_eyebrow (-) squeeze_r_eyebrow (-)
open_jaw (+)
close_t_I_eyelid (+) close_t_r_eyelid (+)
close_b_l_eyelid (+) close_b_r_eyelid (+)
stretch_l_cornerlip (+ stretch_r_cornerlip (+

Joy raise_l_m_eyebrow (+) raise_r_m_eyebrow (+)

lift_r_cheek (+) lift_1_cheek (+)
lower_t_midlip (-) raise_b_midlip (-)
OR open_jaw (+)
close_t_l_eyelid (+) close_b_1_eyelid (+)
close_t_r_eyelid (+) close_b_r_eyelid (+)

Disgust lower_t_midlip (-) open_jaw (+)
squeeze_l_cornerlip (+) AND / OR

{squeeze_r_cornerlip (+)}
raise_l_o_eyebrow (+) raise_r_o_eyebrow (+)
raise_l_m_eyebrow(+) raise_r_m_eyebrow (+)
raise_l_i_eyebrow (+) raise_r_I_eyebrow (+)
Fear squeeze_l_eyebrow (+) squeeze_r_eyebrow (+)

lower_t_midlip (+)}

OR {close_t_r_eyelid (-),

Table 2. Muscle Actions involved in the six basic expressions [Karpouzis et al.,2000].
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In general, facial expressions and emotions can be described as a set of measurements (FDPs
and derived features) and transformations (FAPs) that can be considered atomic with
respect to the MPEG-4 standard. In this way, one can describe the anatomy of a human face,
as well as any animation parameters with the change in the positions of the facial feature
points, thus eliminating the need to explicitly specify the topology of the underlying
geometry. These facial feature points can then be mapped to automatically detected
measurements and indications of motion on a video sequence and thus help analyse or
reconstruct the emotion or expression recognized by the system.

MPEG-4 specifies 84 feature points on the neutral face. The main purpose of these feature
points is to provide spatial references to key positions on a human face. These 84 points
were chosen to best reflect the facial anatomy and movement mechanics of a human face.
The location of these feature points has to be known for any MPEG-4 compliant face model.
The Feature points on the model should be located according to figure points illustrated in
Figure 2. After a series of analysis on faces we have concluded that mainly 15 FAP’s are
affected by these expressions [Soyel et al., 2005].

These facial features are moved due to the contraction and expansion of facial muscles,
whenever a facial expression is changed. Table 2 illustrates the description of the basic
expressions using the MPEG-4 FAPs terminology.

Although muscle actions [P. Ekman & W. Friesen,1978] are of high importance, with respect
to facial animation, one is unable to track them analytically without resorting to explicit
electromagnetic sensors. However, a subset of them can be deduced from their visual
results, that is, the deformation of the facial tissue and the movement of some facial surface
points. This reasoning resembles the way that humans visually perceive emotions, by
noticing specific features in the most expressive areas of the face, the regions around the
eyes and the mouth. The seven basic expressions, as well as intermediate ones, employ facial
deformations strongly related with the movement of some prominent facial points that can
be automatically detected. These points can be mapped to a subset of the MPEG-4 feature
point set. The reader should be noted that MPEG-4 defines the neutral as all face muscles are
relaxed.

2.3 Relevant facial feature points
In order to reduce the amount of time required to perform the experiments, a small set of 11

feature points were selected. Care was taken to select facial feature points from the whole
set defined by the MPEG-4 standard. The MPEG-4 standard divides feature points into a
number groups, which is listed in Table 3, corresponding to the particular region of the face
to which they belong. A few points from nearly all the groups were taken. Nine points were
selected from the left side of the face (Repetitive selection on the right side is not needed due
to symmetry). The feature points selected were such that they have varying predicted
extraction difficulty. The feature points selected are shown in Figure 3.
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Fig. 3. 11-facial feature points: 1-Left corner of outer-lip contour, 2-Right corner of outer-lip
contour, 3-Middle point of outer upper-lip contour, 4- Middle point of outer lower-lip
contour, 5-Right corner of the right eye, 6-Left corner of the right eye, 7-Centre of upper
inner-right eyelid, 8-Centre of lower inner-right eyelid, 9-Uppermost point of the right
eyebrow, 10-Outermost point of right-face contour, 11- Outermost point of left-face contour.

Feature Point Groups Selected Feature Points
2- Chin, innerlip -

3.10-centre of lower inner-right eyelid
3.11- left corner of the right eye

3-Eyes 3.12-right corner of the right eye
3.14-centre of upper inner-right eyelid
4- Eye brows 4.4-uppermost point of the right eyebrow
5- Cheek -
6- Tongue -
7- Spine -
8.1-middle point of outer upper-lip contour
8- Outer Lip 8.2-middle point of outer lower-lip contour

8.3-left corner of outer-lip contour
8.4 right corner of outer-lip contour
9- Nose, Nostrils -

10- Ear 10.9-outermost point of left-face contour
10.10-outermost point of right-face contour
11-Hair Line -

Table 3. Selected facial features points.
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3. 3D distance-vector based facial expression recognition

3.1 Information extracted from 3D Space

By using the distribution of the 11 facial feature points from 3D facial model we extract six
characteristic distances that serve as input to neural network classifier used for recognizing
the different facial expressions shown in Table 4.

Distance No | Distance Name Distance Description
. Distance between the right corner of the right eye and
b1 Eye Opening the left corner of the right eye.
D2 Eyebrow Distance between the centre of upper inner-right
Height eyelid and the uppermost point of the right eyebrow.
D3 Mouth Opening D1sta1.r1ce between the left.corner of outer-lip contour
and right corner of outer-lip contour.
D4 Mouth Height Distance betwe:en the middle point of out.er upper-lip
contour and middle point of outer lower-lip contour.
D5 Lip Stretching [?istance between the .right corner of the right eye and
right corner of outer-lip contour.
D6 Normalization Distance between the oujcermost point of right-face
contour and outermost point of left-face contour.

Table 4. Six characteristic distances.

3.2 Basic architecture of facial expression recognition system

Facial expression recognition includes both measurement of facial motion and recognition of
expression. The general approach to Automatic Facial Expression Analysis (AFEA) systems,
which is shown in Figure 4, can be categorised by three steps.

e  Face acquisition.

e  Facial feature extraction and representation.

e  Facial expression recognition.

Face acquisition is the first step of the facial expression recognition system to find a face
region in the input frame images. After determining the face location, various facial feature
extraction approaches can be used. Mainly there are two general approaches; geometric
feature-based methods and appearance-based methods. The first one utilizes the shape and
the location of face components such as: mouth, nose, and eyes which are represented by a
feature vector extracted from these facial components. In appearance-based methods, image
filters, such as Gabor wavelets, are applied to either the whole face or specific regions in a
face image to extract a feature vector.

Depending on the different facial feature extraction methods, the effects of in-plane head
rotation and different scales of the faces can be eliminated, either by face normalization
before the feature extraction or by feature representation before the step of expression
recognition. The last stage of the facial expression analysis system is facial expression
recognition using different classification approaches. Facial expression recognition usually
results in classes according to either the Facial Actions Coding System (FACS) or the seven
basic facial expressions.
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Face Acquisition Facial Data Extrac4t10n > Facial Expression
and Represetanation Recognition
Face Head Pose Geometric Appearance Basic Action
Detection Estimation Features Features Expression Units

Fig. 4. Basic Architecture of Facial Expression Recognition System

3.3 Classification of the facial expressions

By using the entire information introduced in the previous section, we achieve 3D facial
expression recognition in the following phases. First, we extract the characteristic distance
vectors as defined in Table 3. Then, we classify a given distance vector on a previously
trained neural network. The sixth distance, D6, is used to normalize the first five distances.
The neural network architecture consists of a multilayered perceptron of input, hidden and
output layers that is trained by using Backpropagation algorithm in the training process.
The input layer receives a vector of six distances and the output layer represents 7 possible
facial expressions mentioned in the preceding sections.

Backpropagation was created by generalizing the Widrow-Hoff learning rule to multiple-
layer networks and nonlinear differentiable transfer functions. Input vectors and the
corresponding target vectors are used to train a network until it can approximate a function
to associate input vectors with specific output vectors, or classify the input vectors.
Networks with biases, a sigmoid layer, and a linear output layer are capable of
approximating any function with a finite number of discontinuities.

Standard backpropagation is a gradient descent algorithm, as is the Widrow-Hoff learning
rule, in which the network weights are moved along the negative of the gradient of the
performance function. The term backpropagation refers to the manner in which the gradient
is computed for nonlinear multilayer networks. There are a number of variations on the
basic algorithm that are based on other standard optimization techniques, such as conjugate
gradient and Newton methods.

Properly trained backpropagation networks tend to give reasonable answers when
presented with inputs that they have never seen. Typically, a new input leads to an output
similar to the correct output for input vectors used in training that are similar to the new
input being presented. This generalization property makes it possible to train a network on
a representative set of input/target pairs and get good results without training the network
on all possible input/output pairs [ Rumelhart et al.,1986].

We used BU-3DEFE database [Yin et al., 2006] in our experiments to train and test our model.
The database we have used contains 7 facial expressions for 60 different people. We
arbitrarily divided the 60 subjects into two subsets: one with 54 subjects for training and the
other with 6 subjects for testing. During the recognition experiments, a distance vector is
derived for every 3D model. Consecutive distance vectors are assumed to be statistically
independent as well as the underlying class sequences. The vector is eventually assigned to
the class with the highest likelihood score.
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4. Performances analysis and discussions

4.1 Training and testing the data

Neural networks are composed of simple elements operating in parallel. These elements are
inspired by biological nervous systems. As in nature, the network function is determined
largely by the connections between elements. We can train a neural network to perform a
particular function by adjusting the values of the connections (weights) between elements.
Commonly neural networks are adjusted, or trained, so that a particular input leads to a
specific target output. Such a situation is shown in Figure 5. The network is adjusted, based
on a comparison of the output and the target, until the network output matches the target.
Typically many such input/target pairs are used, in this supervised learning, to train a
network.

Target

Neural Network including
Input connections between Output Compare
neurons called weights

Adjust
Weights

Fig.5. Basic Neural Network Structure

Batch training of a network proceeds by making weight and bias changes based on an entire
set of input vectors. Incremental training changes the weights and biases of a network as
needed after presentation of each individual input vector. Incremental training is sometimes
referred to as "on line" or "adaptive" training.

Once the network weights and biases have been initialized, the network is ready for
training. The network can be trained for function approximation, pattern association, or
pattern classification. The training process requires a set of examples of proper network
behaviour - network inputs and target outputs. During training the weights and biases of
the network are iteratively adjusted to minimize the network the average squared error
between the network outputs and the target outputs.

We have tested our neural network setup on the BU-3DFE database [Yin et al., 2006], which
contains posed emotional facial expression images with seven fundamental emotional
states, Anger, Disgust, Fear, Happiness, Sadness, Surprise and Neutral. In our experiment,
we used the data captured from 60 subjects for each expression. The test is based on the
seven fundamental expressions. The 3D distribution of the 84 feature vertices was provided
for each facial model. A detail description of the database construction, post-processing, and
organization can be found in [Yin et al., 2006].
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4.2 System performance

Our facial expression analysis experiments are carried out in a person-independent manner,
which is thought to be more challenging than a person-dependent approach. We arbitrarily
divided the 60 subjects into two subsets: one with subjects for training and the other with
subjects for test. The experiments assure that any subject used for testing does not appear in
the training set because the random partition is based on the subjects rather than the
individual expression. The tests are executed 10 times with different partitions to achieve a
stable generalized recognition rate. The entire process assures that every subject is tested at
least once for each classifier. For each round of the test, all the classifiers are reset and re-
trained from the initial state. We show the results for all the neural network classifiers in
Table 5. Note that most of the expressions are detected with high accuracy and the confusion
is larger with the Neutral and Anger classes. One reason why Anger is detected with only
85% is that in general this emotion’s confusion with Sadness and Neutral is much larger
than with the other emotions. As we compared the proposed 3D Distance Vectors based
Facial Expression Recognition method (3D-DVFER) with 2D appearance feature based
Gabor-wavelet (GW) approach [Lyons et al. 1999] we found the Gabor-wavelet approach
performs poorly with an average recognition rate around 80%, comparing to the
performance shown in Table 5, the 3D-DVFER method is superior to the 2D appearance
feature based methods when classifying the seven prototypic facial expressions.

Input/Output | Neutral | Happy Fear Surprise | Sadness | Disgust | Anger
Neutral 86.7% 0.0% 1.7% 0.0% 3.7% 1.7% 6.7%
Happy 0.0% 95.0% 3.3% 0.0% 0.0% 5.0% 3.3%

Fear 0.0% 3.3% 91.7% 1.7% 0.0% 1.7% 0.0%
Surprise 0.0% 0.0% 0.0% 98,3% 0.0% 0.0% 0.0%
Sadness 6.7% 0.0% 1.7% 0.0% 90.7% 0.0% 5.0%
Disgust 1.7% 1.7% 0.0% 0.0% 1.9% 91.7% 0.0%

Anger 5.0% 0.0% 1.7% 0.0% 3.7% 0.0% 85.0%

Table 5. Average confusion matrix using the NN classifier (BU-3DFE database)[H. Soyel &
H. Demirel, 2007 ].

When we compare the results of the proposed system with the results reported in [Wang et
al., 2006] which use the same 3D database through an LDA classifier, we can see that our
method outperforms the recognition rates in Table 6 for all of the facial expressions except
the Happy case. Both systems give the same performance for the “Happy” facial expression.
Note that the classifier in [Wang et al,, 2006] does not consider the Neutral case as an
expression, which gives an advantage to the approach.

The average recognition rate of the proposed system is 91.3% where the average
performance of the method given in [Wang et al., 2006] stays at 83.6% for the recognition of
the facial expressions that uses the same 3D database.
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Input/Output | Happy Fear Surprise Sadness | Disgust Anger
Happy 95.0% 3.8% 0.0% 0.4% 0.8% 0.0%
Fear 12.5% 75.0% 21% 7.9% 2.5% 0.0%
Surprise 0.0% 1.2% 90.8% 5.4% 0.8% 1.7%
Sadness 0.0% 2.9% 5.8% 80.4% 2.5% 8.3%
Disgust 3.8% 4.2% 0.4% 6.7% 80.4% 4.6%

Anger 0.0% 6.3% 0.8% 11.3% 1.7% 80.0%

Table 6. Average confusion matrix using of the LDA based classifier in [Wang et al., 2006]

5. Conclusion

In this chapter we have shown that probabilistic neural network classifier can be used for
the 3D analysis of facial expressions without relying on all of the 84 facial features and error-
prone face pose normalization stage. Face deformation as well as facial muscle contraction
and expansion are important indicators for facial expression and by using only 11 facial
feature points and symmetry of the human face, we are able to extract enough information
from a from a face image. Our results show that 3D distance vectors based recognition
outperforms facial expression recognition results compared to the results of the similar
systems using 2D and 3D facial feature analysis. The average facial expression recognition
rate of the proposed system reaches up to 91.3%. The quantitative results clearly suggest
that the proposed approach produces encouraging results and opens a promising direction
for higher rate expression analysis.
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1. Introduction

The human face has attracted attention in a number of areas including psychology,
computer vision, human-computer interaction (HCI) and computer graphics (Chandrasiri et
al, 2004). As facial expressions are the direct means of communicating emotions, computer
analysis of facial expressions is an indispensable part of HCI designs. It is crucial for
computers to be able to interact with the users, in a way similar to human-to-human
interaction. Human-machine interfaces will require an increasingly good understanding of a
subject's behavior so that machines can react accordingly. Although humans detect and
analyze faces and facial expressions in a scene with little or no effort, development of an
automated system that accomplishes this task is rather diffcult.

One challenge is to construct robust, real-time, fully automatic systems to track the facial
features and expressions. Many computer vision researchers have been working on tracking
and recognition of the whole face or parts of the face. Within the past two decades, much
work has been done on automatic recognition of facial expression. The initial 2D methods
had limited success mainly because their dependency on the camera viewing angle. One of
the main motivations behind 3D methods for face or expression recognition is to enable a
broader range of camera viewing angles (Blanz & Vetter, 2003; Gokturk et al., 2002; Lu et
al., 2006; Moreno et al., 2002; Wang et al., 2004; Wen & Huang, 2003; Yilmaz et al., 2002).

To classify expressions in static images many techniques have been proposed, such as those
based on neural networks (Tian et al., 2001), Gabor wavelets (Bartlett et al., 2004), and
Adaboost (Wang et al., 2004). Recently, more attention has been given to modeling facial
deformation in dynamic scenarios, since it is argued that information based on dynamics is
richer than that provided by static images. Static image classifiers use feature vectors related
to a single frame to perform classification (Lyons et al., 1999). Temporal classifiers try to
capture the temporal pattern in the sequence of feature vectors related to each frame. These
include the Hidden Markov Model (HMM) based methods (Cohen et al., 2003) and Dynamic
Bayesian Networks (DBNs) (Zhang & Ji, 2005). In (Cohen et al., 2003), the authors introduce
a facial expression recognition from live video input using temporal cues. They propose a
new HMM architecture for automatically segmenting and recognizing human facial
expression from video sequences. The architecture performs both segmentation and
recognition of the facial expressions automatically using a multi-level architecture
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composed of an HMM layer and a Markov model layer. In (Zhang & Ji, 2005), the authors
present a new approach to spontaneous facial expression understanding in image
sequences. The facial feature detection and tracking is based on active Infra Red
illumination. Modeling dynamic behavior of facial expression in image sequences falls
within the framework of information fusion with DBNs. In (Xiang et al., 2008), the authors
propose a temporal classifier based on the use of fuzzy C means where the features are
given by Fourrier transform.

Surveys of facial expression recognition methods can be found in (Fasel & Luettin, 2003;
Pantic & Rothkrantz, 2000). A number of earlier systems were based on facial motion
encoded as a dense flow between successive image frames. However, flow estimates are
easily disturbed by illumination changes and non-rigid motion. In (Yacoob & Davis, 1996),
the authors compute optical flow of regions on the face, then they use a rule-based classifier
to recognize the six basic facial expressions. Extracting and tracking facial actions in a video
can be done in several ways. In (Bascle & Black, 1998), the authors use active contours for
tracking the performer's facial deformations. In (Ahlberg, 2002), the author retrieves facial
actions using a variant of Active Appearance Models. In (Liao & Cohen, 2005), the authors
used a graphical model for modeling the interdependencies of defined facial regions for
characterizing facial gestures under varying pose. The dominant paradigm involves
computing a time-varying description of facial actions/features from which the expression
can be recognized; that is to say, the tracking process is performed prior to the recognition
process (Dornaika & Davoine, 2005; Zhang & Ji, 2005).

However, the results of both processes affect each other in various ways. Since these two
problems are interdependent, solving them simultaneously increases reliability and
robustness of the results. Such robustness is required when perturbing factors such as
partial occlusions, ultra-rapid movements and video streaming discontinuity may affect the
input data. Although the idea of merging tracking and recognition is not new, our work
addresses two complicated tasks, namely tracking the facial actions and recognizing
expression over time in a monocular video sequence.

In the literature, simultaneous tracking and recognition has been used in simple cases. For
example, (North et al., 2000) employs a particle-filter-based algorithm for tracking and
recognizing the motion class of a juggled ball in 2D. Another example is given in (Zhou et
al., 2003); this work proposes a framework allowing the simultaneous tracking and
recognizing of human faces using a particle filtering method. The recognition consists in
determining a person's identity, which is fixed for the whole probe video. The authors use a
mixed state vector formed by the 2D global face motion (affine transform) and an identity
variable. However, this work does not address either facial deformation or facial expression
recognition.

In this chapter, we describe two frameworks for facial expression recognition given natural
head motion. Both frameworks are texture- and view-independent. The first framework
exploits the temporal representation of tracked facial action in order to infer the current
facial expression in a deterministic way. The second framework proposes a novel paradigm
in which facial action tracking and expression recognition are simultaneously performed.
The second framework consists of two stages. First, the 3D head pose is estimated using a
deterministic approach based on the principles of Online Appearance Models (OAMs).
Second, the facial actions and expression are simultaneously estimated using a stochastic
approach based on a particle filter adopting mixed states (Isard & Blake, 1998). This
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proposed framework is simple, efficient and robust with respect to head motion given that
(1) the dynamic models directly relate the facial actions to the universal expressions, (2) the
learning stage does not deal with facial images but only concerns the estimation of auto-
regressive models from sequences of facial actions, which is carried out using closed- from
solutions, and (3) facial actions are related to a deformable 3D model and not to entities
measured in the image plane.

1.1 Outline of the chapter

This chapter provides a set of recent deterministic and stochastic (robust) techniques that
perform efficient facial expression recognition from video sequences. The chapter
organization is as follows. The first part of the chapter (Section 2) briefly describes a real
time face tracker adopting a deformable 3D mesh and using the principles of Online
Appearance Models. This tracker can provide the 3D head pose parameters and some facial
actions. The second part of the chapter (Section 3) focuses on the analysis and recognition of
facial expressions in continuous videos using the tracked facial actions. We propose two
pose- and texture-independent approaches that exploit the tracked facial action parameters.
The first approach adopts a Dynamic Time Warping technique for recognizing expressions
where the training data are a set of trajectory examples associated with universal facial
expressions. The second approach models trajectories associated with facial actions using
Linear Discriminant Analysis. The third part of the chapter (Section 4) addresses the
simultaneous tracking and recognition of facial expressions. In contrast to the mainstream
approach "tracking then recognition", this framework simultaneously retrieves the facial
actions and expression using a particle filter adopting multi-class dynamics that are
conditioned on the expression.

2. Face and facial action tracking

2.1 A deformable 3D model

In our study, we use the Candide 3D face model (Ahlberg, 2002). This 3D deformable
wireframe model was first developed for the purposes of model-based image coding and
computer animation. The 3D shape of this wireframe model (triangular mesh) is directly
recorded in coordinate form. It is given by the coordinates of the 3D vertices P, i = 1,..., n
where 1 is the number of vertices. Thus, the shape up to a global scale can be fully described
by the 3n vector g; the concatenation of the 3D coordinates of all vertices P;. The vector g is
written as:

g=8+S7s+AT, 1)

where @ is the standard shape of the model, 1 s and 1 , are shape and animation control

vectors, respectively, and the columns of S and A are the Shape and Animation Units. A
Shape Unit provides a means of deforming the 3D wireframe so as to be able to adapt eye
width, head width, eye separation distance, etc. Thus, the term S t s accounts for shape
variability (inter-person variability) while the term A t , accounts for the facial animation
(intra-person variability). The shape and animation variabilities can be approximated well
enough for practical purposes by this linear relation. Also, we assume that the two kinds of
variability are independent. With this model, the ideal neutral face configuration is
represented by t . = 0. The shape modes were created manually to accommodate the
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subjectively most important changes in facial shape (face height/width ratio, horizontal and
vertical positions of facial features, eye separation distance). Even though a PCA was
initially performed on manually adapted models in order to compute the shape modes, we
preferred to consider the Candide model with manually created shape modes with semantic
signification that are easy to use by human operators who need to adapt the 3D mesh to
facial images. The animation modes were measured from pictorial examples in the Facial
Action Coding System (FACS) (Ekman & Friesen, 1977).

In this study, we use twelve modes for the facial Shape Units matrix S and six modes for the
facial Animation Units (AUs) matrix A. Without loss of generality, we have chosen the six
following AUs: lower lip depressor, lip stretcher, lip corner depressor, upper lip raiser,
eyebrow lowerer and outer eyebrow raiser. These AUs are enough to cover most common
facial animations (mouth and eyebrow movements). Moreover, they are essential for
conveying emotions. The effects of the Shape Units and the six Animation Units on the 3D
wireframe model are illustrated in Figure 1.

Figure 1: First row: Facial Shape units (neutral shape, mouth width, eyes width, eyes vertical
position, eye separation distance, head height). Second and third rows: Positive and
negative perturbations of Facial Action Units (Brow lowerer, Outer brow raiser, Jaw drop,
Upper lip raiser, Lip corner depressor, Lip stretcher).

In equation (1), the 3D shape is expressed in a local coordinate system. However, one should
relate the 3D coordinates to the image coordinate system. To this end, we adopt the weak
perspective projection model. We neglect the perspective effects since the depth variation of
the face can be considered as small compared to its absolute depth. Therefore, the mapping
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between the 3D face model and the image is given by a 2x4 matrix, M, encapsulating both
the 3D head pose and the camera parameters.

Thus, a 3D vertex P; = (X, Vi Z;))T < g will be projected onto the image point p; = (u;, ;)T
given by:

(Ui,Ui)T ZM(X“Y“Z“].)T (2)
For a given subject, 1, is constant. Estimating t; can be carried out using either feature-based
(Lu et al., 2001) or featureless approaches (Ahlberg, 2002). In our work, we assume that the
control vector t;is already known for every subject, and it is set manually using for instance
the face in the first frame of the video sequence (the Candide model and target face shapes
are aligned manually). Therefore, Equation (1) becomes:

g:gs+ATa (3)

where gs represents the static shape of the face-the neutral face configuration. Thus, the state
of the 3D wireframe model is given by the 3D head pose parameters (three rotations and
three translations) and the animation control vector t.. This is given by the 12-dimensional
vector b:

b = [Bus G Bo By By Bmy T2 I° (4)

= [b¥; £ [F (5)

(b)

Figure 2: (a) an input image with correct adaptation of the 3D model. (b) the corresponding
shape-free facial image.

2.2 Shape-free facial patches

A facial patch is represented as a shape-free image (geometrically normalized rawbrightness
image). The geometry of this image is obtained by projecting the standard shape g with a
centered frontal 3D pose onto an image with a given resolution. The geometrically
normalized image is obtained by texture mapping from the triangular 2D mesh in the input
image (see Figure 2) using a piece-wise affine transform, W. The warping process applied to
an input image y is denoted by:

x(b) = W(y,b) ©)
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where x denotes the shape-free patch and b denotes the geometrical parameters. Several
resolution levels can be chosen for the shape-free patches. The reported results are obtained
with a shape-free patch of 5392 pixels. Regarding photometric transformations, a zero-mean
unit-variance normalization is used to partially compensate for contrast variations. The
complete image transformation is implemented as follows: (i) transfer the rawbrightness
facial patch y using the piece-wise affine transform associated with the vector b, and (ii)
perform the gray-level normalization of the obtained patch.

2.3 Adaptive facial texture model

In this work, the facial texture model (appearance model) is built online using the tracked
shape-free patches. We use the HAT symbol for the tracked parameters and patches. For a
given frame ¢, Btrepresents the computed geometric parameters and X ; the corresponding
shape-free patch, that is,

%; = x(by) = W(y,, by) 7)

The estimation of 4  from the sequence of images will be presented in Section 2.4. bois set
manually, according to the face in the first video frame. The facial texture model
(appearance model) associated with the shape-free facial patch at time ¢ is time-varying in
that it models the appearances present in all observations X up to time t - 1. This may be
required as a result, for instance, of illumination changes or out-of-plane rotated faces.

By assuming that the pixels within the shape-free patch are independent, we can model the
appearance using a multivariate Gaussian with a diagonal covariance matrix X. In other
words, this multivariate Gaussian is the distribution of the facial patches x: Let p be the
Gaussian center and ¢ the vector containing the square root of the diagonal elements of the
covariance matrix X. p and o are d-vectors (d is the size of x).

In summary, the observation likelihood is written as:

d
p(ye[br) = p(xi[be) = [ [ N(wss i, i) ®)
=1
where N(x;, p;, 6;) is the normal density:
12— pwi\>
N(zs; i, 03) = (2m07) /2 exp [_5 <17ul> 1 )
0

We assume that the appearance model summarizes the past observations under an

log2
n,

exponential envelope with a forgetting factor —l—exp[— j, where ny, represents the

half-life of the envelope in frames (Jepson et al., 2003).

When the patch x :is available at time ¢, the appearance is updated and used to track in the
next frame. It can be shown that the appearance model parameters, i.e., the p;'s and ci's can
be updated from time ¢ to time (t + 1) using the following equations (see (Jepson et al., 2003)
for more details on OAMs):

Higgyqy = (1 - a) Hiy) + aii(t) (10)
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0—1‘2(t+1) = (1 - a) 01'2@ +ta (ii(t) - :U'i(t))z (11)
This technique is simple, time-efficient and therefore suitable for real-time applications. The
appearance parameters reflect the most recent observations within a roughly L =1 / a
window with exponential decay.
Note that p is initialized with the first patch X o. However, equation (11) is not used with a
being a constant until the number of frames reaches a given value (e.g., the first 40 frames).
For these frames, the classical variance is used, that is, equation (11) is used with a being set
tol/t.
Here we used a single Gaussian to model the appearance of each pixel in the shape-free
template. However, modeling the appearance with Gaussian mixtures can also be used at
the expense of an additional computational load (e.g., see (Lee, 2005; Zhou et al., 2004)).

2.4 Face and facial action tracking

Given a video sequence depicting a moving head/face, we would like to recover, for each
frame, the 3D head pose and the facial actions encoded by the state vector b, (equation 5).
The purpose of the tracking is to estimate the state vector b; by using the current appearance
model encoded by i ¢and o ;. To this end, the current input image y; is registered with the
current appearance model. The state vector b; is estimated by minimizing the Mahalanobis
distance between the warped image patch and the current appearance mean - the current
Gaussian center

d 2
. . . Ty — M
ngn e(by) = mind [x(by), u,] = min E <7,u> (12)

i=1 %@
The above criterion can be minimized using an iterative gradient descent method where the

starting solution is set to the previous solutionb ;. Handling outlier pixels (caused for
instance by occlusions) is performed by replacing the quadratic function by the Huber's cost
function (Huber, 1981). The gradient matrix is computed for each input frame. It is
approximated by numerical differences. More details about this tracking method can be
found in (Dornaika & Davoine, 2006).

3. Tracking then recognition

In this section, we show how the time series representation of the estimated facial actions, 1,
can be utilized for inferring the facial expression in continuous videos. We propose two
different approaches. The first one is a non-parametric approach and relies on Dynamic
Time Warping. The second one is a parametric approach and is based on Linear
Discriminant Analysis.

In order to learn the spatio-temporal structure of the facial actions associated with the
universal expressions, we have used the following. Video sequences have been picked up
from the CMU database (Kanade et al., 2000). These sequences depict five frontal view
universal expressions (surprise, sadness, joy, disgust and anger). Each expression is
performed by 7 different subjects, starting from the neutral one. Altogether we select 35
video sequences composed of around 15 to 20 frames each, that is, the average duration of
each sequence is about half a second. The learning phase consists in estimating the facial
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action parameters t , (a 6-vector) associated with each training sequence, that is, the
temporal trajectories of the action parameters.

Figure 3 shows six videos belonging to the CMU database. The first five images depict the
estimated deformable model associated with the high magnitude of the five basic
expressions. Figure 4 shows the computed facial action parameters associated with three
training sequences: surprise, joy and anger. The training video sequences have an
interesting property: all performed expressions go from the neutral expression to a high
magnitude expression by going through a moderate magnitude around the middle of the
sequence.

51 T OO=.

E 0151029

5l T O=2:-50¢ /ail] I
\

Anger Neutral
Figure 3: Six video examples associated with the CMU database. The first five images depict
the high magnitude of the five basic expressions.
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Figure 4: Three examples (sequences) of learned facial action parameters as a function of
time. (a) Surprise expression. (b) Joy expression. (c) Anger expression.
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3.1 Dynamic time warping

In the recognition phase, the head and facial actions are recovered from the video sequence
using our developed appearance-based tracker (Dornaika & Davoine, 2006). The current
facial expression is then recognized by computing a similarity measure between the tracked
facial actions 1 4y associated with the test sequence and those associated with each universal
expression. This recognition scheme can be carried out either online or off-line. One can
notice that a direct comparison between the tracked trajectories and the stored ones is not
feasible since there is no frame-to-frame correspondence between the tracked facial actions
and the stored ones. To overcome this problem, we use dynamic programming which
allows temporal deformation of time series as they are matched against each other.

We infer the facial expression associated with the current frame t by considering the
estimated trajectory, i.e. the sequence of vectors 1 .4, within a temporal window of size T
centered at the current frame ¢. In our tests, T is set to 9 frames. This trajectory is matched
against the 35 training trajectories using the Dynamic Time Warping (DTW) technique
(Rabiner & Juang, 1993; Berndt & Clifford, 1994). For each training trajectory, the DTW
technique returns a dissimilarity measure between the tested trajectory and the training
trajectory (known universal expression). The classification rule stipulates that the smallest
average dissimilarity decides the expression classifcation where the dissimilarity measures
associated with a given universal expression are averaged over the 7 subjects.

The proposed scheme accounts for the variability in duration since the DTW technique
allows non-linear time scaling. The segmentation of the video is obtained by repeating the
whole recognition scheme for every frame in the test video.

In order to evaluate the performance, we have created test videos featuring the universal
facial expressions. To this end, we have asked a volunteer student to perform each universal
expression several times in a relatively long sequence. The subject was instructed to display
the expression in a natural way, i.e. the displayed expressions were independent of any
database. Each video sequence contains several cycles depicting a particular universal facial
expression.

The performance of the developed recognition scheme is evaluated by utilizing five test
videos. Table 1 shows the confusion matrix for the dynamical facial expression classifier
using the DTW technique. We point out that the learned trajectories were inferred from the
CMU database while the used test videos were created at our laboratory. The recognition
rate of dynamical expressions was 100% for all universal expressions except for the disgust
expression for which the recognition rate was 44 %. The reason is that the disgust expression
performed by our subject was very different from that performed by most of the CMU
database subjects. Therefore, for the above experiment, the overall recognition rate is 90.4%.

Surp. Sad. Joy Disg. Ang.

Surp. 14 0 0 0 0
Sad. 0 9 0 0 0
Joy 0 0 10 5 0
Disg. 0 0 0 4 0
Ang. 0 0 0 0 10

Table 1: Confusion matrix for the dynamical facial expression classifier using the DTW
technique (the smallest average similarity). The learned trajectories were inferred from the
CMU database while the used test videos were created at our laboratory. The recognition
rate of dynamical expressions was 100% for all basic expressions except for the disgust
expression for which the recognition rate was 44 %.
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3.2 Linear discriminant analysis

As can be seen from the previous section, the CPU time of the recognition scheme based on
the DTW technique is proportional to the number of the subjects present in the database.
Whenever this number is very large, the recognition scheme becomes computationally
expensive. In this section, we propose a parametric recognition scheme by which the
training trajectories can be represented in a more compact form. The computational cost of
the recognition scheme does not depend on the number of examples.

Examples
Surprise - Expressionj ... Expression k

Dynamic Time Warping Dynamic Time Warping

)
| e
L

PCA

¢ Eigenspace

LDA

¢ Fisherspace

Figure 5: The parameterized modeling of facial expressions using Eigenspace and
Fisherspace.

Learning. The learning phase is depicted in Figure 5. Again, we use the training videos
associated with the CMU database. In order to obtain trajectories with the same number of
frames (duration) the trajectories belonging to the same expression class are aligned using
the DTW technique. Recall that this technique allows a frame-to-frame correspondence
between two time series.

Let ¢/ be the aligned trajectory i belonging to the expression class j. The example ¢/ is

represented by a column vector of dimension 1x6T and is obtained by concatenating the
facial action 6-vectors T (:
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j:

el = [Ta(); Ta@); -+ Tam))

Note that T represents the duration of the aligned trajectories which will be fixed for all
examples. For example, a nominal duration of 18 frames for the aligned trajectories makes
the dimension of all examples e/ (all i and j) equal to 108.

Applying a Principal Component Analysis on the set of all training trajectories yields the
mean trajectory e as well as the principal modes of variation. Any training trajectory e can
be approximated by the principal modes using the g largest eigenvalues:

e @ e+Uc

q
= é+ZClUl
=1

In our work, the number of principal modes is chosen such that the variability of the
retained modes corresponds to 99% of the total variability. The vector ¢ can be seen as a
parametrization of any input trajectory, é, in the space spanned by the g basis vectors U,.
The vector c is given by:

c=U"(e—%) (13)

Thus, all training trajectories ¢/ can now be represented by the vectors ¢/ (using (13)) on

which a Linear Discriminant Analysis can be applied. This gives a new space (the
Fisherspace) in which each training video sequence is represented by a vector of dimension
I -1 where [ is the number of expression classes. Figure 6 illustrates the learning results
associated with the CMU data. In this space, each trajectory example is represented by a 5-
vector. Here, we use six facial expression classes: Surprise, Sadness, Joy, Disgust, Anger, and
Neutral. (a) displays the second component versus the first one, and (b) displays the fourth
component versus the third one. In this space, the neutral trajectory (a sequence of zero
vectors) is represented by a star.

Recognition. The recognition scheme follows the main steps of the learning stage. We infer
the facial expression by considering the estimated facial actions provided by our face tracker
(Dornaika & Davoine, 2006). We consider the one-dimensional vector e’ (the concatenation
of the facial actions 1,()) within a temporal window of size T centered at the current frame .
Note that the value of T should be the same as in the learning stage. This vector is projected
onto the PCA space, then the obtained vector is projected onto Fisherspace in which the
classification occurs. The expression class whose mean is the closest to the current trajectory
is then assigned to this trajectory (current frame).

Preformance evaluation. Table 2 shows the confusion matrix for the dynamical facial
expression classifier using Eigenspace and Fisherspace. The learned trajectories were
inferred from the CMU database while the used test videos were created at our laboratory.
The recognition rate of dynamical expressions was 100% for all basic expressions except for
the disgust expression for which the recognition rate was 55%. Therefore, for the above
experiment, the overall recognition rate is 92.3%. One can notice the slight improvement in
the recognition rate over the classical recognition scheme based on the DTW.
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Surp. Sad. Joy Disg. Ang.

Surp. 14 0 0 0 0
Sad. 0 9 0 0 0
Joy 0 0 10 4 0
Disg. 0 0 0 5 0
Ang. 0 0 0 0 10

Table 2: Confusion matrix for the dynamical facial expression classifier using Eigenspace
and Fisherspace. The learned trajectories were inferred from the CMU database while the
used test videos were created at our laboratory. The recognition rate of dynamical
expressions was 100% for all basic expressions except for the disgust expression for which
the recognition rate was 55%.
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Figure 6: The 35 trajectory examples associated with five universal facial expressions
depicted in Fisherspace. In this space, each trajectory example is represented by a 5-vector.
Here, we use six facial expression classes: Surprise, Sadness, Joy, Disgust, Anger, and
Neutral. (a) displays the second component versus the first one, and (b) displays the fourth
component versus the third one. In this space, the neutral trajectory (a sequence of zero
vectors) is represented by a star.



26 Affective Computing, Focus on Emotion Expression, Synthesis and Recognition

4. Tracking and recognition

In Section 3, the facial expression was inferred from the time series representation of the
tracked facial actions. In this section, we propose to simultaneously estimate the facial
actions and the expression from the video sequence.

Since the facial expression can be considered as a random discrete variable, we need to
append to the continuous state vector b; a discrete state component v ; in order to create a

mixed state:
by
14
() )

wherey;e e ={1,2,...,N,} is the discrete component of the state, drawn from a finite set of
integer labels. Each integer label represents one of the six universal expressions: surprise,
disgust, fear, joy, sadness and anger. In our study, we adopt these facial expressions
together with the neutral expression, that is, N, is set to 7. There is another useful
representation of the mixed state which is given by:

h
( az ) (15)

where h; denotes the 3D head pose parameters, and a; the facial actions appended with the
expression label y ;, i.e. a;= [ 0 Y T .

This separation is consistent with the fact that the facial expression is highly correlated with
the facial actions, while the 3D head pose is independent of the facial actions and
expressions. The remainder of this section is organized as follows. Section 4.1 provides some
backgrounds. Section 4.2 describes the proposed approach for the simultaneous tracking
and recognition. Section 4.3 describes experiments and provides evaluations of performance
to show the feasibility and robustness of the proposed approach.

4.1 Backgrounds

4.1.1 Facial action dynamic models

Corresponding to each basic expression class, y, there is a stochastic dynamic model
describing the temporal evolution of the facial actions t ., given the expression. It is
assumed to be a Markov model of order K. For each basic expression y, we associate a
Gaussian Auto-Regressive Process defined by:

K
Ta@ = )_ Al Ta@-k) +d" + B w, (16)
k=1

in which wy is a vector of 6 independent random N(0, 1) variables. The parameters of the
dynamic model are: (i) deterministic parameters A/, 4) ,...,A; and d 7, and stochastic

parameters B? which are multipliers for the stochastic process wy. It is worth noting that the
above model can be used in predicting the process from the previous K values. The
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predicted value at time t obeys a multivariate Gaussian centered at the deterministic value
of (16), with B'B'T being its covariance matrix. In our study, we are interested in second-
order models, i.e. K = 2. The reason is twofold. First, these models are easy to estimate.
Second, they are able to model complex dynamics. For example, these models have been
used in (Blake & Isard, 2000) for learning the 2D motion of talking lips (profile contours),
beating heart, and writing fingers.

4.1.2 Learning the second-order auto-regressive models

Given a training sequence T a(),..., T ), With T > 2, belonging to the same expression class, it
is well known that a Maximum Likelihood Estimator provides a closed-form solution for the
model parameters (Blake & Isard, 2000). For a second-order model, these parameters reduce
to two 6x6 matrices 47, A, a 6-vector d, and a 6 x 6 covariance matrix C* = B"B' T .

Therefore, Eq. (16) reduces to:
Ta(t) = AJ Ta(—2) + A} Tag—1) +d" + B w; 17)

The parameters of each auto-regressive model can be computed from temporal facial action
sequences. Ideally, the temporal sequence should contain several instances of the
corresponding expression.

More details about auto-regressive models and their computation can be found in (Blake &
Isard, 2000; Ljung, 1987; North et al., 2000). Each universal expression has its own second-
order auto-regressive model given by Eq.(17). However, the dynamics of facial actions
associated with the neutral expression can be simpler and are given by:

Tap) = T awlyTDwWe
where D is a diagonal matrix whose elements represent the variances around the ideal
neutral configuration t, = 0. The right-hand side of the above equation is constrained to
belong to a predefined interval, since a neutral configuration and expression is characterized
by both the lack of motion and the closeness to the ideal static configuration. In our study,
the auto-regressive models are learned using a supervised learning scheme. First, we asked
volunteer students to perform each basic expression several times in approximately 30-
second sequences. Each video sequence contains several cycles depicting a particular facial
expression: Surprise, Sadness, Joy, Disgust, Anger, and Fear. Second, for each training
video, the 3D head pose and the facial actions 7, are tracked using our deterministic
appearance-based tracker (Dornaika & Davoine, 2006) (outlined in Section 2). Third, the
parameters of each auto-regressive model are estimated using the Maximum Likelihood
Estimator.
Figure 7 illustrates the value of the facial actions, T (), associated with six training video
sequences. For clarity purposes, only two components are shown for a given plot. For a
given training video, the neutral frames are skipped from the original training sequence
used in the computation of the auto- regressive models.

4.1.3 The transition matrix
In our study, the facial actions as well as the expression are simultaneously retrieved using a
stochastic framework, namely the particle filtering method. This framework requires a
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transition matrix T whose entries T, describe the probability of transition between two

expression labels ¢ and y. The transition probabilities need to be learned from training video
sequences. In the literature, the transition probabilities associated with states (not
necessarily facial expressions) are inferred using supervised and unsupervised learning
techniques. However, since we are dealing with high level states (the universal facial
expressions), we have found that a realistic a priori setting works very well. We adopt a 7 x7
symmetric matrix whose diagonal elements are close to one (e.g. T, = 0.8, that is, 80% of the
transitions occur within the same expression class). The rest of the percentage is distributed
equally among the expressions. In this model, transitions from one expression to another
expression without going through the neutral one are allowed. Furthermore, this model
adopts the most general case where all universal expressions have the same probability.
However, according to the context of the application, one can adopt other transition
matrices in which some expressions are more likely to happen than others.

4.2 Approach

Since at any given time, the 3D head pose parameters can be considered as independent of
the facial actions and expression, our basic idea is to split the estimation of the unknown
parameters into two main stages. For each input video frame y, these two stages are
invoked in sequence in order to recover the mixed state [ 4, a/ ]T . Our proposed approach

is illustrated in Figure 8. In the first stage, the six degrees of freedom associated with the 3D
head pose (encoded by the vector h;) are obtained using a deterministic registration
technique similar to that proposed in (Dornaika & Davoine, 2006). In the second stage, the
facial actions and the facial expression (encoded by the vector a; = [z,,, vT ) are

simultaneously estimated using a stochastic framework based on a particle filter. Such
models have been used to track objects when different types of dynamics can occur (Isard &
Blake, 1998). Other examples of auxiliary discrete variables beside the main hidden state of
interest are given in (Perez & Vermaak, 2005). Since t 54 and y; are highly correlated their
simultaneous estimation will give results that are more robust and accurate than results
obtained with methods estimating them in sequence. In the following, we present the
parameter estimation process associated with the current frame y;. Recall that the head pose
is computed using a deterministic approach, while the facial actions and expressions are
estimated using a probabilistic framework.

4.2.1 3D head pose

The purpose of this stage is to estimate the six degrees of freedom associated with the 3D
head pose at frame ¢, that is, the vector h;. Our basic idea is to recover the current 3D head
pose parameters from the previous 12-vector b 11= [0 xe1, 0 y1, 0 21, © 21y ©yery, T =),
&, 0T =1 h',, #I,_, 17 using the same region-based registration technique outlined in
Section 2.4. However, this time the unknown parameters are only given by the 3D head pose
parameters:

O 0)

d 2
mﬁn e(h;) = mind [x(b), p,] = min; <u> (18)
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4.2.2 Simultaneous facial actions and expression
In this stage, our goal is to simultaneously infer the facial actions as well as the expression

label associated with the current frame ¢ given (i) the observation model (Eq.(8)), (ii) the
dynamics associated with each expression (Eq.(17)), and (iii) the 3D head pose for the
current frame computed by the deterministic approach (see Section 4.2.1). This will be
performed using a particle filter paradigm. Thus, the statistical inference of such paradigm
will provide a posterior distribution for the facial actions 1 4 as well as a Probability Mass
function for the facial expression ;.

Since the 3D head pose h;is already computed, we are left with the mixed state a;= [ raTm AT

The dimension of the vector a;is 7. Here we will employ a particle filter algorithm allowing
the recursive estimation of the posterior distribution p @ X1,y) using a particle set. This is
approximated by a set of | particles { (@” ,w®),..., (@ ,w)}. Once this distribution is

known the facial actions as well as the expression can be inferred using some loss function
such as the MAP or the mean. Figure 9 illustrates the proposed two-stage approach. It shows
how the current posterior p (at| x1(p) can be inferred from the previous posterior
p (aw1 | X1:1)) using a particle filter algorithm.

On a 3.2 GHz PC, a C code of the approach computes the 3D head pose parameters in 25 ms
and the facial actions/expression in 31 ms where the patch resolution is 1310 pixels and the
number of particles is 100.

4.3 Experimental results

In this section, we first report results on simultaneous facial action tracking and expression
recognition. Then we present performance studies, considering different perturbing factors
such as robustness to rapid facial movements or to imprecise 3D head pose estimation.

4.3.1 Simultaneous tracking and recognition

Figure 10 shows the application of the proposed approach to a 748-frame test video
sequence. The upper part of this figure shows 9 frames of this sequence: 50, 130, 221, 300,
371, 450, 500, 620, and 740. The two plots illustrate the probability of each expression as a
function of time (frames). The lower part of this figure shows the tracking results associated
with frames 130, 371, and 450. The upper left corner of these frames depicts the appearance
mean and the current shape-free facial patch. Figure 11.a illustrates the weighted average of
the tracked facial actions, 7 (. For the sake of clarity, only three out of six components are
shown. For this sequence, the maximum probability was correctly indicating the displayed
expression. We noticed that some displayed expressions can, during a short initial phase
(very few frames), be considered as a mixture of two expressions (the displayed one and
another one). This is due to the fact that face postures and dynamics at some transition
phases can be shared by more than one expression. This is not a problem since the frame-
wise expression probabilities can be merged and averaged over a temporal patch including
contiguous non-neutral frames. Figure 11.b illustrates this scheme and shows the resulting
segmentation of the used test video. One remarks that this holds true for a human observer,
who may fail to recognize a gesture from only one single frame.
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In the above experiment, the total number of particles is set to 200. Figure 12 illustrates the
same facial actions when the number of particles is set to 100. We have found that there is no
significant difference in the estimated facial actions and expressions when the tracking is
performed with 100 particles (see Figures 11.a and 12), which is due to the use of learned
multi-class dynamics.

Figure 13 shows the tracking results associated with another 600-frame test video sequence
depicting significant out-of-plane head movements. The recognition results were correct.
Recall that the facial actions are related to the deformable 3D model and thus the recognition
based on them is independent from the viewing angle.

A challenging example. We have dealt with a challenging test video. For this 1600-frame
test video, we asked our subject to adopt arbitrarily different facial gestures and expressions
for an arbitrary duration and in an arbitrary order. Figure 14 (Top) illustrates the probability
mass distribution as a function of time. As can be seen, surprise, joy, anger, disgust, and fear
are clearly and correctly detected. Also, we find that the facial actions associated with the
subject's conversation are correctly tracked using the dynamics of the universal expressions.
The tracked facial actions associated with the subject's conversation are depicted in nine
frames (see the lower part of Figure 14). The whole video can be found at http:
/fwww.hds.utc.fr/ ~ fdavoine/MovieTrackingRecognition.wmuv.

4.3.2 Performance study

One-class dynamics versus multi-class dynamics In order to show the advantage of using
multi- class dynamics and mixed states, we conducted the following experiment. We used a
particle filter for tracking facial actions. However, this time the state consists only of facial
actions and the dynamics are replaced with a simple noise model, i.e. motion is modelled by
a random noise. Figures 15.a and 15.b show the tracking results associated with the same
input frame. (a) displays the tracking results obtained with a particle filter adopting a single-
class dynamics. (b) displays the tracking results with our proposed approach adopting the
six auto-regressive models. As can be seen, by using mixed states with learned multi-class
dynamics, the facial action tracking becomes considerably more accurate (see the adaptation
of the mouth region-the lower lip).

Effect of rapid and/or discontinuous facial movements It is well known that facial
expressions introduce rapid facial feature movements, and hence many developed trackers
may fail to keep track of them. In order to assess the behavior of our developed tracker
whenever very rapid facial movements occur, we conducted the following experiment to
simulate an ultra rapid mouth motion!. We cut about 40 frames from a test video. These
frames (video segment) overlap with a surprise transition. The altered video is then tracked
using two different methods: (i) a deterministic approach based on a registration technique
estimating both the head and facial action parameters (Dornaika & Davoine, 2006), and (ii)
our stochastic approach. Figures 16.a and 16.b show the tracking results associated with the
same input frame immediately after the cut. Note the difference in accuracy between the
deterministic approach (a) and the stochastic one (b) (see the eyebrow and mouth region).
Thus, despite the motion discontinuity of the mouth and the eyebrows, the particles are still

1 This experiment also simulates a discontinuity in video streaming.
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able to provide the correct state (both the discrete and the continuous components) almost
instantaneously (see the correct alignment between the 3D model and the region of the lips
and mouth in Figure 16.b).

Low resolution video sequences In order to assess the behavior of our developed approach
when the resolution and/or the quality of the videos is low, we downloaded several low-
quality videos used in (Huang et al., 2002). In each 42-frame video, one universal expression
is displayed. Figure 17 shows our recognition results (the discrete probability distribution)
associated with three such videos. The left images display the 25 frame of each video. Note
that the neutral curve is not shown for reasons of clarity. As can be seen, the recognition
obtained with our stochastic approach was very good despite the low quality of the videos
used. The resolution of these videos is 320x240 pixels.

Impact of noisy estimated 3D head pose The estimated appearance-based 3D head pose
may suffer from some inaccuracies associated with the out-of-plane movements, which is
the case for all monocular systems. It would seem reasonable to fear that these inaccuracies
might lead to a failure in facial action tracking. In order to assess the effect of 3D head pose
inaccuracies on the facial action tracking, we conducted the following experiment. We
acquired a 750-frame sequence and performed our approach twice. The first was a
straightforward run. In the second run, the estimated out-of-plane parameters of the 3D
head pose were perturbed by a uniform noise, then the perturbed 3D pose was used by the
facial action tracking and facial expression recognition. Figure 18 shows the value of the
tracked actions in both cases: the noise-free 3D head pose (solid curve) and the noisy 3D
head pose (dotted curves). In this experiment, the two out-of-plane angles were perturbed
with additive uniform noise belonging to [-7degrees, +7degrees] and the scale was
perturbed by an additive noise belonging to [-2%, +2%]. As can be seen, the facial actions are
almost not affected by the introduced noise. This can be explained by the fact that the 2D
projection of out-of-plane errors produce very small errors in the image plane such that the
2D alignment between the model and the regions of lips and eyebrows is still good enough
to capture their independent movements correctly.

Robustness to lighting conditions The appearance model used was given by one single
multivariate Gaussian with parameters slowly updated over time. The robustness of this
model is improved through the use of robust statistics that prevent outliers from
deteriorating the global appearance model. This relatively simple model was adopted to
allow real-time performance. We found that the tracking based on this model was successful
even in the presence of temporary occlusions caused by a rotated face and occluding hands.
Figure 19 illustrates the tracking results associated with a video sequence provided by the
Polytechnic University of Madrid?, depicting head movements and facial expressions under
significant illumination changes (Buenaposada et al., 2006). As can be seen, even though
with our simple appearance model the possible brief perturbations caused temporary
tracking inaccuracies, there is no track lost. Moreover, whenever the perturbation
disappears the tracker begins once more to provide accurate parameters.

2 http:/ /www.dia.fi.upm.es/~pcr/downloads.html
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5. Conclusion

This chapter provided a set of recent deterministic and stochastic (robust) techniques that
perform efficient facial expression recognition from video sequences. More precisely, we
described two texture- and view-independent frameworks for facial expression recognition
given natural head motion. Both frameworks use temporal classification and do not require
any learned facial image patch since the facial texture model is learned online. The latter
property makes them more flexible than many existing recognition approaches. The
proposed frameworks can easily include other facial gestures in addition to the universal
expressions.

The first framework (Tracking then Recognition) exploits the temporal representation of
tracked facial actions in order to infer the current facial expression in a deterministic way.
Within this framework, we proposed two different recognition methods: i) a method based
on Dynamic Time Warping, and ii) a method based on Linear Discriminant Analysis. The
second framework (Tracking and Recognition) proposes a novel paradigm in which facial
action tracking and expression recognition are simultaneously performed. This framework
consists of two stages. In the first stage, the 3D head pose is recovered using a deterministic
registration technique based on Online Appearance Models. In the second stage, the facial
actions as well as the facial expression are simultaneously estimated using a stochastic
framework based on multi-class dynamics.

We have shown that possible inaccuracies affecting the out-of-plane parameters associated
with the 3D head pose have no impact on the stochastic tracking and recognition. The
developed scheme lends itself nicely to real-time systems. We expect the approach to
perform well in the presence of perturbing factors, such as video discontinuities and
moderate illumination changes. The developed face tracker was successfully tested with
moderate rapid head movements. Should ultra-rapid head movements break tracking, it is
possible to use a re-initialization process or a stochastic tracker that propagates a probability
distribution over time, such as the particle-filter-based tracking method presented in our
previous work (Dornaika & Davoine, 2006). The out-of-plane face motion range is limited
within the interval [-45 deg, 45 deg] for the pitch and the yaw angles. Within this range, the
obtained distortions associated with the facial patch are still acceptable to estimate the
correct pose of the head. Note that the proposed algorithm does not require that the first
frame should be a neutral face since all universal expressions have the same probability.

The current work uses an appearance model given by one single multivariate Gaussian
whose parameters are slowly updated over time. The robustness of this model is improved
through the use of robust statistics that prevent outliers from deteriorating the global
appearance model. This relatively simple model was adopted to allow real-time
performance. We found that the tracking based on this model was successful even in the
presence of occlusions caused by a rotated face and occluding hands. The current
appearance model can be made more sophisticated through the use of Gaussian mixtures
(Zhou et al., 2004; Lee, 2005) and/or illumination templates to take into account sudden and
significant local appearance changes due for instance to the presence of shadows.
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Figure 7: The automatically tracked facial actions, 1 4, using the training videos. Each video
sequence corresponds to one expression. For a given plot, only two components are
displayed.



34 Affective Computing, Focus on Emotion Expression, Synthesis and Recognition

Video sequence

=

Current frame Y,

p(t)

A
o
=2

Figure 8: The proposed two-stage approach. In the first stage (Section 4.2.1), the 3D head
pose is computed using a deterministic registration technique. In the second stage (Section
4.2.2), the facial actions and expression are simultaneously estimated using a stochastic
technique involving multi-class dynamics.
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1. Initialization t = 0:

e Initialize the 3D head pose ﬁo

e Generate J state samples a((]l), s ,aE,J) according to some prior density p(ag) and assign them identical

weights, wél) R wéJ) =1/J
2. Tracking At time step t < t + 1, get the input frame y,. Compute the corresponding 3D head pose, h; ,
using the deterministic method outlined in Section 4.2.1. We have J weighted particles (agﬂ)l,wifl) that
approximate the posterior distribution of the state p(a;—1|x1.(¢—1)) at the previous time step

(a) Resample the particles proportionally to their weights, i.e. particles with high weights are duplicated
and particles with small weights are removed. Resampled particles have the same weights

(b) Draw J particles aij ) according to the dynamic model p(at|a;—1 = agj,)l). The obtained new particles
approximate the predicted distribution p(a¢|x1.:—1)). For multi-class dynamics and mixed states this
is done in two steps

Discrete: Draw an expression label 'yt(j) =~ € & = {1,2,...,N,} with probability 7. where
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Y =Y
Continuous: Compute ‘rfaj&) as
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where v = %(j ) and ng ) is a 6-vector of standard normal random variables
(¢) Compute the shape-free patch x(b{’’) according to (6) where b = [ ﬁtT, Tf,]()g "
(d) Weight each new particle proportionally to its likelihood
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The set of weighted particles approximates the posterior p(a¢|x1:¢)
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Set the probability of each basic expression v* € € = {1,2,..., N, } to
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(f) Set the facial actions to Fa(sy = Yorh_, wgm)‘rf:('g

(g) Set the geometrical parameters as by = [HT, -i-:"( 0 1*

(h) Based on by, update the appearance (using Egs. (7), (10), and (11)) as well as the 3D pose gradient
matrix. Go to 2.

Figure 9: Inferring the 3D head pose, the facial actions and expression. A particle-filter-
based algorithm is used for the simultaneous recovery of the facial actions and expression.
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sequence depicting non- frontal head poses.
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Figure 15: Method comparison: One class dynamics (a) versus multi-class dynamics (b) (see
Section 4.3.2).

Figure 16: Method comparison: Deterministic approach (a) versus our stochastic approach
(b) immediately after a simulated mouth motion discontinuity (see Section 4.3.2).
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Figure 19: Tracking the head and the facial actions under significant illumination changes
and head and facial feature movements.
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1. Introduction

Facial expressions have a primary role in signaling emotional states. As such they are an
important source of information in social interactions and have been the focus of a large
body of research in psychology and allied disciplines. This research has been drawn upon
extensively in the creation of avatars and computer controlled agents in order to facilitate
human-machine interactions. A great deal of effort has gone into attempting to translate the
temporal and pattern features of human emotional expressions into a credible computer
generated display. However, what has been ignored in this process is the fact that faces and
facial movements provide other information in addition to the apparent emotional state of
the individual. Specifically, facial expressions also signal behavioral intentions - such as
intentions to approach or to avoid - as well as personality characteristics of the person such
as dominance and affiliativeness. For example, anger signals dominance and an intention to
approach, whereas fear signals submissiveness and an intention to withdraw. In this sense
facial expressions not only provide information on what emotion a person is feeling, but
also tell us about who a person is and what to expect from them behaviorally.

It is also important to note that a great deal of socially relevant information is transmitted
via other cues directly linked to the face, in particular by physiognomy and gaze direction.
Because these cues serve as the immediate context for facial expressions they can plausibly
affect the interpretation we give to the facial movement. Stereotypic beliefs elicited by facial
appearance, such as beliefs that men are more likely to show anger and women more likely
to smile, also can impact our interpretation of expressions. It is our view that gaze,
physiognomy and emotion expressions use a shared signal system in which some signals
are functionally equivalent whereas others serve to reinforce each other. This means that
certain combinations of expressive, gaze and physiognomic cues present a coherent message
and reinforce each other, whereas others may conflict or contradict each other. Put another
way, the face on which emotional expressions appear is not an empty canvas, rather, as
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noted above, it serves as the context within which the expression occurs and modulates the
meaning of that expression.

This chapter will review and elaborate upon recent findings from research on human-
human interaction. These studies demonstrate that supposedly ‘tangential’ aspects of an
emotional signal such as eye gaze and the type of face that shows the expression can affect
the perceived meaning of the expression. A central implication of this research is that the
implementation of believable emotional facial expressions on avatars or other quasi-human
forms will require more than just the creation of appropriate facial movement patterns.
Rather, we hope to demonstrate that it is important to consider the facial appearance of the
agent and the types of beliefs that people unconsciously associate with the appearance of
any particular agent since these may serve to bias their perceptions of and reactions to the
simulated emotional displays on the part of the agent.

2. Emotions in human computer interaction

Individuals spend more and more of their work or leisure time interacting with computers
and computer controlled machines. Humans tend to treat computers in these interactions
largely as they would treat humans (Reeves & Nass, 1996) and this has led to demands to
make human-computer interfaces more realistically sociable. In this framework computer
agents and robots have been designed that can interpret human emotions and, importantly,
also signal emotions via facial expressions (e.g., Breazeal, 2003; Koda & Maes, 1996;
Pelachaud & Bilvi., 2003). However, research on human-human interaction suggests that
this very attempt at naturalness may mean that an agent may fail to convey the intended
message because of the way it looks and the biases in perception and interpretation that this
may entrain. Specifically, the human receiver is not a passive receptacle for emotion
information. Rather humans actively decode this information and in this process use
information other than the facial movement associated with specific expressions. One of
these sources is the very face on which these expressions appear. As noted above, this
implies that the relatively static appearance of the face is not an empty canvas but rather
“actively” contributes to emotion communication. In what follows we will present findings
from human-human interaction that demonstrate the importance of such seemingly
incidental information on the decoding of emotion expressions.

3. The face and the decoding of emotions

When we see the emotional facial expressions of others we are usually able to attach some
label to these, such as “he looks sad”, or “she looks happy.” This decoding process can be
based on either or both of two important sources of information: the sender’s emotion
displays and the perceiver’s knowledge about the sender (Kirouac & Hess, 1999). It is with
regard to this second source of information that the cues present in the face in addition to
movement patterns becomes critical.

Emotion displays are often quite ambiguous (Motley & Camden, 1988) and even if they
seem quite clear need to be put into a context. For example, a given expression of happiness
in a person we know to be very gregarious may be interpreted as suggesting less happiness
than would the same expression when shown by a person known to be very socially shy.
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If the sender and the receiver know each other well, the receiver usually is aware of the
sender’s personality, beliefs, preferences, and emotional style. This knowledge then permits
the receiver to take the perspective of the sender and to deduce which emotional state the
sender most likely experiences in the given situation. But what happens when we do not
know the other person well?

Studies in which people are asked to judge the likely personality of complete strangers show
that people can and do draw conclusions about a person’s personality from no more
information than is provided by the face, even though accuracy varies widely and is
dependent on both encoder and decoder personality (e.g., Ambady et al., 1995). Yet more
importantly, faces tell us the social categories into which our interaction partner fits. That is,
faces tell us the sex, age, and race of the other person and this knowledge can be used by
observers to predict the likely emotional reaction of the sender.

More recently, it has become obvious that facial expressions and knowledge or beliefs about
the expresser are not the only sources of information that people use. In fact, gaze direction
has to be added to the list of cues that need to be taken into account.

4. Gaze and emotion

Gaze direction has traditionally not been considered to be part of the emotional expression
itself (see Fehr & Exline, 1987). Direct gaze was seen to play an important role only for the
perception of the intensity of the emotion but not of it's quality (Argyle & Cook, 1976;
Kleinke, 1986). And indeed, nearly all expression decoding studies have used stimuli where
the encoders’” gaze is directed at the perceiver. However, a set of recent studies by Adams
and his colleagues and others (Adams et al., 2003; Adams & Kleck, 2003, 2005; Ganel et al.,
2005; Graham & LaBar, 2007; Hess et al., 2007) serves to illustrate the important role that
gaze plays in the social communication of emotions. Their specific interest was the role that
gaze direction might play in the decoding of emotion expressions. They argued that the
direction of a person’s gaze points to the likely object of the expresser’s emotion and should
also be related to the intention of the expresser. And in fact, happiness and anger, which are
approach emotions, tend to be expressed with direct rather than averted gaze. Conversely,
emotions associated with a tendency to withdraw, such as embarrassment and sorrow, tend
to be communicated more often with averted gaze (see e.g., Argyle & Cook, 1976; Fehr &
Exline, 1987). References to looking behavior are also commonly used in our lexicon to
describe different emotional states (e.g., downcast eyes to describe someone who is sad).

In this vein, Adams and Kleck (2003; 2005) found that direct gaze facilitates the processing
of facially communicated approach-oriented emotions (e.g., anger and joy), whereas averted
gaze facilitates the processing of facially communicated avoidance-oriented emotions (e.g.,
fear and sadness). This interaction between perceived emotion and gaze direction has also
been demonstrated on the neural level (Adams et al., 2003).

Together, the studies published by Adams and his colleagues support the shared signal
hypothesis, demonstrating that the gaze direction of the encoder can affect the efficiency with
which a given display is processed as well as determine the quality of the emotion that will
be perceived in a blended or ambiguous expression. They argue that when different facial
cues such as the specific expression and the direction of gaze share the same signal value
(e.g., approach or avoidance) the shared signal facilitates overall processing efficiency.



48 Affective Computing, Focus on Emotion Expression, Synthesis and Recognition

Similar findings were obtained for head position which was found to strongly influence
reactions to anger and fear but less so in the case of sadness and happiness. For example,
direct anger expressions were more accurately decoded, perceived as less affiliative, and
elicited higher levels of anxiousness and repulsion, as well as less desire to approach than
did head averted anger expressions (Hess, Adams et al., 2007).

However, the role of gaze seems to be a bit more complicated. Gaze direction does not only
provide emotional information in the sense described above, but also has an indirect
influence on emotion processing by influencing attention allocation. Specifically, direct gaze
attracts attention to a larger degree than does averted gaze. In sum, the meaning of facial
expressions can be clarified or obscured by gaze direction. An angry expression with gaze
directed at me will lead me to think that I am the object of the anger and elicit
corresponding emotions. Conversely, a fear expression directed to a point behind me will
lead me to think that a dangerous object is behind me. As people - and computer agents -
tend to move their heads when interacting with others, mismatches between facial and gaze
signals can give rise to misunderstandings or ambiguously encoded emotional signals.

5. Beliefs about emotions

As noted above, facial expressions and gaze direction are not the only sources of emotion
information transmitted by the face. Rather, since the appearance of the face tells us
something about who the person is, it is reasonable to assume that this information will
enter into our emotion judgments. We already know that individuals hold stereotypical
beliefs about the emotions of others based on information such as their sex, their age, their
culture, their status and their personality. Thus, for example, women are expected to smile
more and in fact also do smile more than men. By contrast, men are expected to show more
anger but do not seem to in fact do so (Brody & Hall, 2000; Fischer, 1993). These expectations
are socialized early and can have dramatic consequences for the perception of emotion in
male and female others. For example, even children as young as 5 years tend to consider a
crying baby as “mad” when the baby is purported to be a boy but not when it is purported
to be a girl (Haugh et al., 1980). Thus, the “knowledge’ that a baby is a boy or a girl, biases
the perception of an otherwise ambiguous emotion display.

People also have beliefs about age and emotionality. In a recent study we showed
participants photos of individuals from four different age groups (18-29; 30-49; 50-69; 70+)
and asked them to indicate how likely they thought it would be that the person shown in
the photo would express each of four emotions (happiness, sadness, anger, and fear) in
everyday life. The responses differed with regard to both the sex and age of the stimulus
persons. Thus, as they get older men were perceived to be less likely to show anger, whereas
the reverse was the case for women. Men were also perceived as more likely to show
sadness as they aged.

Beliefs about the emotional behavior of different ethnic groups have been most consistently
studied in the context of research on decoding rule differences between collectivist Japanese
and individualist US American decoders (Matsumoto, 1992; Matsumoto et al., 1999;
Matsumoto & Kudoh, 1993; Yrizarry et al., 1998). Decoding rules (Buck, 1984) are the flip
side of display rules. Display rules are culturally learned norms that define what emotion to
show as well as when and how to show it (Ekman & Friesen, 1971). Conversely, people who
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are aware of such rules will adjust their interpretation of the emotional expressions of others
to take account of the display rules that helped shape the expressions. For example, US
Americans are usually encouraged to show emotions, especially positive emotions and tend
to show emotion more intensely than is warranted by the underlying feeling state. This is
not the case in Japan. Consequently, US Americans attribute less intense underlying
emotions to expressions of the same intensity than do Japanese (Matsumoto et al., 1999), that
is, they “correct” their estimate of a person’s feeling state based on the decoding rule that
people are likely to exaggerate their expressions.

Status is another characteristic that people take into account when considering the emotions
of others. Thus, high status individuals are less bound by the display rules mentioned above
and are presumed to be freer to express their emotions. In addition, there are also beliefs
about status and emotion for rather specific situations. For example, Tiedens et al., (2000)
found that participants believed that in failure situations, a high-status person would feel
more angry than sad or guilty as opposed to a person with lower status who is expected to
feel more sad and guilty than angry. In contrast, in response to positive outcomes, the high-
status individual is expected to feel more pride and the low-status person is expected to feel
more appreciation.

An individual’s perceived personality is yet another source of strong beliefs that may affect
our emotional attributions. Hess et al.,, (2005), for example, have shown that dominant
individuals are believed to be more likely to show anger than are submissive ones. In fact,
Hess et al. could show that some of the stereotypical beliefs about men’s and women’s
emotions can in fact be traced to beliefs about personality - specifically to beliefs about
dominance and affiliation. What makes this observation even more important in the present
context is that facial expressions per se also signal these traits.

6. Facial expressions signal dominance and affiliation

Emotional facial expressions are powerful signals of dominance and affiliation. Specifically,
drawing the eyebrows together in anger leads to increased attributions of dominance,
whereas smiling leads to increased attributions of affiliation (Hess et al., 2000; Knutson,
1996). At the same time, anger expressions are perceived as threatening (e.g., Aronoff et al.,
1988), whereas smiles are perceived as warm, friendly, and welcoming (see e.g., Hess et al.,
2002). Similarly, it has been argued that fear expressions elicit affiliative reactions in
conspecifics (Bauer & Gariépy, 2001; Marsh et al., 2005).

As mentioned above, people make personality judgements based on no more than a glimpse
of a face. Faces that appear dominant tend to look more masculine as the features associated
with dominance such as a square jaw and prominent eye-brows (Keating, 1985; Senior et al.,
1999) are more typical for men than for women. At the same time men are perceived as
more likely to be angry (Fischer, 1993) and angry faces appear more dominant. Thus, there
is a reinforcing relationship between a dominant facial appearance and an angry expression
which makes men’s anger appear more intense (Hess et al., 1997) and threatening (Hess et
al., 2007). Conversely, the features that make a person seem more warm and welcoming,
babyfacedness (Berry & McArthur, 1985), are more common in women. Consistent with this
women are perceived as more likely to express happiness and happy faces appear more
affiliative, creating a reinforcing relationship between being affiliative and showing
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happiness, all of which serves makes women’s smiles appear happier (Hess et al., 1997) and
more appealing (Hess et al., 2007).

Darwin (1872/1965) was one of the first to note the equivalence between certain emotional
behaviors in animals and more enduring morphological appearance characteristics. For
example, he argued that piloerection and the utterance of harsh sounds by ‘angry” animals
are ‘voluntarily” enacted to make the animal appear larger and hence a more threatening
adversary (see for example, p. 95 and p.104).

This notion, in combination with the observations detailed above, led Hess et al., (2007) to
propose that some aspects of facial expressive behavior and morphological cues to
dominance and affiliation are equivalent in both their appearance and their effects on
emotional attributions. This functional equivalence between morphology and expression
also implies that there are important interactions between facial expressions and facial
morphology in the decoding of expressions of emotion.

7. The functional equivalence hypothesis

We initially tested the functional equivalence hypothesis by examining differences in the
attribution of emotions to men and women (Hess et al., 2004; Hess et al., 2005). As
mentioned above, there is a high degree of overlap in the facial cues associated with
maleness, perceived dominance and perceived anger. Likewise there are similarities in the
facial cues that signal femaleness, social affiliation and happiness. In fact, this overlap in
cues associated with emotional expressions, perceived dominance and affiliation, and
gender is so strong that emotional displays can affect the perception of sex. Specifically, in a
recent study (Hess, Adams, Grammer & Kleck, 2008) we found that an androgenous appearing
avatar who shows a happy or fearful expression is perceived as more likely to represent a
woman and the same avatar who looks angry is considered to be less likely to represent a
woman (see Figure 1).

m =1.86,sd =.85 m =2.87,sd =1.66 m=220,sd =151

Figure 1. Rated likelihood “that this person is a woman” for an avatar showing an angry,
smiling, or a fearful expression.
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That this perceptual overlap explains the beliefs that people have about men’s and women's
emotionality was shown by Hess et al. (2005). They asked separate groups of participants to
rate men’s and women’s neutral faces either with regard to how dominant or affiliative they
appeared or with regard to the likelihood that the person in the photo would show a series
of emotions in everyday life. Mediational analyses showed that the tendency to perceive
women as more likely to show happiness, surprise, sadness and fear was in fact mediated
by their higher perceived affiliation and lower perceived dominance respectively. The
tendency to perceive men as more prone to show anger, disgust, and contempt was partially
mediated by both their higher level of perceived dominance and their lower level of
perceived affiliation (see Figure 2). That is, if men and women were perceived to be equal on
these dimensions, then we would not expect observers to rate their emotionality differently.

Perceived
Dominance

Perceived
disposition
to show
anger

Perceived
Affiliation

Figure 2. Mediation of expectations regarding men’s and women'’s emotionality via
perceptions of facial dominance and affiliation

More recently, we demonstrated that this is also the case for the beliefs concerning changes
in emotionality over the lifespan. As reported earlier, men are perceived to be less prone to
anger as they get older and women as more prone to this emotion. With happiness just the
converse is the case. In our view this is mediated through the fact that as they get older
men’s faces appear less dominant and more affiliative, whereas women’s faces appear more
dominant and less affiliative.

We experimentally tested the impact of dominance and affiliation cues on perceptions of
anger and fear in the context of gender manipulated facial expressions. Specifically, the
interior of the face contains markers of dominance and affiliation (i.e., square versus
rounded jaw, heavy versus light eyebrows), whereas hairstyle is a very potent marker of sex
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but not of these social motives. Thus, by combining androgynous interior faces with male
and female hairstyles, apparent men and women with identical facial appearance can be
created (see Figure 3).

Figure 3. Changing hairstyles to change perceived gender

For both neutral faces and posed emotion displays (Adams et al., 2007, Study 4; Hess et al.,
2004, Study 2) parallel findings obtained such that for ratings of anger and happiness, a
pattern opposite to the gender stereotypical pattern was found. That is, when equated for
facial appearance, apparent women were seen as more likely to show anger and less likely
to show happiness than were apparent men. Similarly, expressions of anger by apparent
women were rated as more intense and their expressions of happiness as less intense than
when the identical expressions appeared on the faces of apparent men.

This reversal demands an explanation as it suggests that intrinsically, facial appearance
being equal, women are perceived as more anger prone and less likely to be happy than are
men. We propose that this reversal is due to the equivalence between morphological and
expressive cues of dominance and affiliation, which leads to an interaction between these
two sets of cues. That is, anger expressions emphasize some of the features that make a face
appear dominant (e.g., the mouth region often appears especially square, and frowning
reduces the distance between eyebrows and eyes). Conversely, smiling enhances the
appearance of roundness of the face that is associated with perceived affiliation motivation
and babyishness. Due to the manner in which the present stimuli were constructed, the
expressive cues for anger and happiness were not ‘compensated for’ by gender typical
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appearance (the faces were chosen specifically because they were androgynous and were
credible as either male or female). In some ways one could say that by depriving the interior
of the face of clear gender cues we actually amplified the expressive cues to anger in women
and happiness in men. These cues are normally ‘obscured” or reduced by the gender typical
facial appearance, which also convey domiance and affiliation information. This notion that
anger on a male face presents a clearer and less ambiguous anger signal than does anger on
a female face and, conversely, that happiness on a female face is a clearer signal of
happiness, has recently been confirmed by Hess et al. (2007).

8. Summary

In the preceding sections we have presented research relevant to the decoding of emotional
facial expressions that focuses on information other than the actual facial expression. Much
is known about the specific features that make a face appear sad, angry, fearful, happy, etc.
and this information has been used in recent years to implement computer controlled agents
with believable facial expressions (e.g., Pelachaud & Bilvi., 2003). The research we have
reviewed, however, suggests that human do not restrict themselves to facial movement
information when judging the emotions of others. Rather they use all of the available
information provided by the face. This information consists at the very least of eye gaze
direction and the person information contained in faces. These sources of information
interact with the facial expression information in determining which emotions a perceiver
will attribute to the individual. In our view eye gaze and facial morphology are parallel
message systems. Both can reinforce or obscure the emotional message transmitted by the
facial expressions. Eye gaze does this because it contains information on a person’s tendency
to withdraw or approach and facial morphology because it informs perceivers about the
person’s personality - especially the dominance and affiliation domains so important for a
social species - which in turn are associated with beliefs about a person’s emotionality.
Overall the research presented above outlines the impact that a face has on the perception of
facial expressions. These findings have obvious implications for the design of the avatars
and agents used in human computer interfaces.
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1. Introduction

Human being possesses an ability of communication through facial emotions in day to day
interactions with others. Some study in perceiving facial emotions has fascinated the human
computer interaction environments. In recent years, there has been a growing interest in
improving all aspects of interaction between humans and computers especially in the area of
human emotion recognition by observing facial expressions. The universally accepted
categories of emotion, as applied in human computer interaction are: Sad, Anger, Joy, Fear,
Disgust (or Dislike) and Surprise. Ekman and Friesen developed the most comprehensive
system for synthesizing facial expression based on what they called as action units (Li,
2001). In the early 1990’s the engineering community started to use these results to
construct automatic methods of recognizing emotion from facial expression in still and
video images (Sebe, 2002). Double structured neural network has been applied in the
methods of face detection and emotion extraction. In this, two methods are proposed and
carried out; they are lip detection neural network and skin distinction neural network
(Takimoto et al., 2003). Facial action coding (Panti & Patras, 2006) is given to every facial
points. For example, code 23 is given for lip funnel, code 4 for eye brow lower, code 10 for
chin raise etc. The cods are grouped for a specific facial emotion. In order to determine the
category of emotion, a set of 15 facial points in a face-profile sequence has been
recommended. The work performs both automatic segmentation of an input video image of
facial expressions and recognition of 27 Action Units (AUs) fitted to facial points. A
recognition rate of 87% has been reported. The motion signatures (Anderson & Peter, 2006)
are derived and classified using support vector machines (SVM) as either non-expressive
(neutral) or as one of the six basic emotions. The completed system demonstrates in two
simple but effective computing applications that respond in real-time to the facial
expressions of the user. The method uses edge counting and image correlation optical flow
techniques to calculate the local motion vectors of facial feature (Liyanage & Suen, 